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Abstract—Dimensionality reduction (DR) is an important preprocessing step for hyperspectral image (HSI) classification. Recently, graph-based DR methods have been widely used. Among various graph-based models, the local graph discriminant embedding (LGDE) model has shown its effectiveness due to the complete use of label information. Besides spectral information, an HSI also contains rich spatial information. In this paper, we propose a regularization method to incorporate the spatial information into the LGDE model. Specifically, an oversegmentation method is first employed to divide the original HSI into nonoverlapping superpixels. Then, based on the observation that pixels in a superpixel often belong to the same class, intraclass graphs are constructed to describe such spatial information. Finally, the constructed superpixel-level intraclass graphs are used as a regularization term, which can be naturally incorporated into the LGDE model. Besides, to sufficiently capture the nonlinear property of an HSI, the linear LGDE model is further extended into its kernel counterpart. To demonstrate the effectiveness of the proposed method, experiments have been established on three widely used HSIs acquired by different hyperspectral sensors. The obtained results show that the proposed method can achieve higher classification performance than many state-of-the-art graph embedding models, and the kernel extension model can further improve the classification performance.

Index Terms—Dimensionality reduction (DR), hyperspectral image (HSI) classification, local graph discriminant embedding (LGDE), spatial regularization.

I. INTRODUCTION

SATELLITE-BORNE and airborne sensors are able to measure the spectrum of solar radiation reflected by the Earth’s surface. Compared to multispectral sensors, hyperspectral sensors can provide much richer spectral information. Thus, they have become an important tool for detection or classification of land cover materials with complex compositions. However, new challenges arise when dealing with hyperspectral image (HSI) classification. The first challenge is the curse of dimensionality problem. Since the labeling of training samples is time consuming, we often encounter hundreds of spectral bands with a small number of training samples, which may easily lead to the Hughes phenomenon [1]. The second challenge is the information redundancy problem. Due to the dense sampling of spectral bands across the electromagnetic spectrum, the high-dimensional spectral features are often correlated. This redundancy information not only increases the cost of computation and storage, but may also degrade the classification performance [2].

Dimensionality reduction (DR) has been widely used to address the aforementioned issues [3]–[7]. The goal of DR is to seek a low-dimensional subspace, in which some desired information of the original HSI can be preserved. The existing DR algorithms can be divided into two major classes: band selection and feature transformation. Band selection retains physically meaningful features for classification [8], [9], but the algorithms are often computationally intensive and not robust in complex scenes [4]. Therefore, feature transformation has attracted more and more attention. For instance, principal component analysis (PCA) attempts to find an orthogonal set of vectors that maximizes the variance of the projected data [10]. Linear discriminative analysis (LDA) generates the best projection by maximizing the between-class scatter matrix while minimizing the within-class scatter matrix [11]–[14]. Different from them, aiming to preserve the statistic properties of the original data, graph-based feature transformation methods attempt to capture the geometric properties of neighboring samples [15].

The construction of graph is an essential step for graph-based feature transformation. It usually consists of two steps: determination of graph adjacency relationships and calculation of edge weights [16]. For adjacency construction, k-nearest neighbors (KNN) and ε-ball neighborhood are the most commonly used methods to obtain a sparse graph [17], [18]. For edge weight calculation, numerous methods adopt a heat kernel function to measure the similarity between data points [19], [20]. In recent years, some other methods have been proposed to construct the graph. In [21], a sparse graph discriminant embedding (SGDE) model [22] was employed to an HSI. It uses sparse representation [23] to automatically learn the adjacency relationships and edge weights. Due to its effectiveness, many related algorithms have been further proposed [24]–[27]. In [26], a weighted sparse graph-based DR model was proposed to integrate both locality and sparsity structures. In [27], a sparse and low-rank graph-based discriminant analysis was presented by combining both...
sparsity and low rankness to maintain global and local structures simultaneously. Different from the sparse graph-based methods, a collaborative graph-based discriminant embedding model (CGDE) was introduced to replace the \( \ell_1 \)-norm minimization in constructing the graph by \( \ell_2 \)-norm minimization [28]. Due to the existence of a closed-form solution for collaboration representation, it can be computationally very efficient. In [29], a Laplacian regularized CGDE was proposed to consider the manifold structure of an HSI.

To use the label information of training samples, both SGDE and CGDE models construct the dictionary by collecting the training samples from the same class as the atoms. Therefore, the intraclass structure information can be well considered, but the interclass information may not be fully explored. Different from them, local graph discriminant embedding (LGDE) model attempts to construct intraclass graph as well as interclass graph simultaneously, and aims to maintain the neighbor relations of with-class samples while keeping away neighboring points of between-class samples after embedding [30]. Therefore, LGDE can discover both the geometric and discriminant structures of data. However, besides the original spectral information, spatial structure information also plays an important role for HSI classification [31]–[33]. As summarized in our previous paper [2], the existing methods about the use of spatial information can be roughly divided into three classes: feature-level fusion [34]–[37], decision-level fusion [31], [38], and regularization-based fusion [39]–[41].

In this paper, we propose a regularization method to incorporate the spatial information into the LGDE model naturally. Specifically, we first use an oversegmentation method to divide the original HSI into nonoverlapping superpixels. Then, for each superpixel, an intraclass graph is constructed to describe the spatial structure information. Finally, the constructed superpixel-level intraclass graphs are used as a regularization term for LGDE, resulting in a spatial regularized LGDE (SLGDE). Besides, to sufficiently capture the nonlinear property of an HSI caused by the complex acquisition process as well as the impacts of atmospheric and geometric distortions, we further extend the linear LGDE model into its kernel counterpart (KSLGDE).

The rest of this paper is outlined as follows. Section II introduces the proposed methods in detail, including the SLGDE and KSLGDE models. Section III presents the three used datasets and the experimental results, followed by the conclusion in Section IV.

II. METHODOLOGY

Fig. 1 shows the flowchart of the proposed SLGDE model. It consists of four steps. First, PCA is applied to the input HSI to obtain the first principal component of it. Second, an oversegmentation method is used to divide the principal component into superpixels, whose shape and size can be adaptively changed according to different spatial structures. Then, for each superpixel, an intraclass graph is constructed to capture its spatial information based on the observation that pixels in a superpixel often belong to the same class. Meanwhile, the training samples with their labels are used to construct an intraclass graph and interclass graph simultaneously. Finally, the superpixel-level intraclass graphs are used as a regularization term to formulate an SLGDE model. In the following sections, we will introduce the SLGDE model and its kernel counterpart in detail.

A. Spatial Regularized LGDE

Suppose we randomly choose \( m \) training pixels \( \{ x_i | x_i \in \mathbb{R}^d \}_{i=1}^m \) and their corresponding class labels \( \{ y_i \}_{i=1}^m \) from a given HSI, where \( d \) is the number of spectral bands. The goal of LGDE is to learn a low-dimensional embedding that characterizes the local geometrical and discriminative properties of the original pixels [30]. To achieve this goal, LGDE needs to construct two undirected graphs over the whole training pixels: the intraclass graph \( G_w \) and the interclass graph \( G_b \). To construct \( G_w \), we consider each pair of pixels \( x_i \) and \( x_j \) from the same class, i.e., \( y_i = y_j \), and add an edge between them if \( x_j \) belongs to the \( K_w \)-nearest neighbors of \( x_i \). The edge weight \( w_{ij} \) can be calculated by a heat kernel as follows:

\[
 w_{ij} = \exp(-\| x_i - x_j \|^2 / t) \tag{1}
\]

where \( t \) is a parameter of the heat kernel. By default, \( w_{ij} = 0 \) if there is no edge between \( x_i \) and \( x_j \). Likewise, we can construct \( G_b \) by considering each pair of \( x_i \) and \( x_j \) from different classes, i.e., \( y_i \neq y_j \), and connecting them if \( x_j \) belongs to the \( K_b \)-nearest neighbors of \( x_i \). The edge weight \( w_{ij} \) can also be calculated from (1).

Assume the low-dimensional embedding for a given pixel \( x_i \) is \( z_i = P^\top x_i \). LGDE attempts to maintain the neighbor relationships of pixels from the same class while keeping away neighboring pixels from different classes, which can be formulated as follows:

\[
 \arg \min_P \sum_{i=1}^m \sum_{j=1}^m \| P^\top x_i - P^\top x_j \|^2 w_{ij} \\
 \text{s.t.} \sum_{i=1}^m \sum_{j=1}^m \| P^\top x_i - P^\top x_j \|^2 w_{ij} = 1. \tag{2}
\]

The traditional LGDE model can make full use of spectral features to learn the projection function, but the spatial structure information may also be beneficial to DR or classification of an HSI. Therefore, we propose a modified LGDE model named SLGDE. Since the objects in a given HSI often exist in different sizes and shapes, using spatial regions with a fixed scale to extract features easily loses useful information. Inspired from [42]–[44], we adopt superpixel to address this issue. Each
superpixel is a local region, whose size and shape can be adaptively adjusted according to local structures.

The superpixels can be created by using an efficient oversegmentation method on an HSI. Similar to [43] and [44], we also use the oversegmentation method in [45] to generate \( L \) nonoverlapping superpixels. To reduce the computation cost, we apply PCA on the original HSI to obtain the first principal component corresponding to the highest eigenvalue. Since the first principal component contains the most important information in terms of variation for the whole HSI, we use it as the base image for the oversegmentation.

An oversegmentation example can be seen in Fig. 2(a). Compared to the ground-truth map [see Fig. 2(b)] on the same dataset, we can observe that pixels in a superpixel often belong to the same class. Based on this observation, an intraclass graph can be constructed to capture this structure information. Similar to \( G_w \), each pair of \( x_i \) and \( x_j \) in the \( \ell \)th superpixel \( \{S_i\}_{i=1}^L \) is connected if \( x_i \) belongs to the \( K_w \)-nearest neighbors of \( x_j \), and the edge weight \( \tilde{w}_{ij} \) can also be calculated according to (1). These superpixel-level intraclass graphs are then used as a regularization term of LGDE, resulting in the SLGDE model:

\[
\arg\min_P \sum_{i=1}^{m} \sum_{j=1}^{m} \|P^\top x_i - P^\top x_j\|^2 w_{ij} + \frac{1}{L} \sum_{\ell=1}^{L} \sum_{x_i \in S_i} \sum_{x_j \in S_i} \|P^\top x_i - P^\top x_j\|^2 \tilde{w}_{ij} = 1
\]

subject to

\[
\arg\min_P \text{tr}(P^\top XLX^\top P + \lambda \frac{1}{L} \sum_{\ell=1}^{L} P^\top X_\ell \tilde{L}_\ell X_\ell^\top P)
\]

\[
\text{s.t.} \quad \text{tr}(P^\top XL^\top X^\top P) = 1
\]

where \( \text{tr}(\cdot) \) denotes the trace of matrix, \( X = [x_1, x_2, \ldots, x_m] \) is the matrix representation of training pixels, and \( X_\ell \) represents the pixel set whose columns correspond to pixels in the \( \ell \)th superpixel.

The columns of the optimal \( P \) in (4) are the generalized eigenvectors corresponding to the smallest eigenvalues in the following equation:

\[
X LX^\top P + \frac{1}{L} \sum_{\ell=1}^{L} X_\ell \tilde{L}_\ell X_\ell^\top P = \gamma XL^\top P
\]

where \( \gamma \) is the Lagrange multiplier. Once we have learned the optimal projection matrix \( P \), nearest neighbor classifications become straightforward. For any test pixel \( x_t \in \mathbb{R}^d \), we can compute its low-dimensional representation \( z_t = P^\top x_t \). Its label is then predicted as \( y_t \), provided that \( z_t, = P^\top x_t \), minimizes \( \|z_{i} - z_{t}\| \).

B. Kernel Extension of SLGDE

As discussed in [46], hyperspectral data exist nonlinear distribution characteristics caused by multiple sources. One of the significant sources, especially in the application of land-cover classification, stems from the nonlinear nature of scattering, as described in the bidirectional reflectance distribution function [47]. Other effects that contribute to nonlinearities include multiple scattering within a pixel and the heterogeneity of subpixel constituents [48], [49]. However, SLGDE is a linear model, which may ignore the inherent nonlinear properties of hyperspectral data. To address this issue, we extend the SLGDE model into its kernel counterpart.

Suppose we map the training set \( X \) into a higher dimensional Hilbert space \( \mathcal{H} \) via a nonlinear mapping \( \Phi : \mathbb{R}^d \rightarrow \mathcal{H} \). Then, the original input data can be represented as \( \Phi(X) \) in \( \mathcal{H} \). According to the representer theorem [50], the projection \( P \) can be expressed as a combination of mapped training pixels, i.e., \( P = \sum_{n=1}^{m} \alpha_i \Phi(x_i) = \Phi(X)\alpha \), where \( \alpha = [\alpha_1, \ldots, \alpha_m]^\top \). Based on them, the objective function of KSLGDE can be formulated as

\[
\arg\min_{\alpha} \text{tr}(\alpha^\top \Phi(X)^\top \Phi(X)L\Phi(X)^\top \Phi(X)\alpha) + \lambda \frac{1}{L} \sum_{\ell=1}^{L} \alpha^\top \Phi(X)^\top \Phi(X_\ell)\tilde{L}_\ell \Phi(X_\ell)^\top \Phi(X)\alpha = \gamma \text{tr}(\alpha^\top \Phi(X)^\top \Phi(X)L^\top \Phi(X)^\top \Phi(X)\alpha) = 1.
\]

Due to the high dimensionality of the feature space \( \mathcal{H} \), it is computationally not feasible to directly implement any algorithm in it. However, kernel-based learning algorithms use an effective kernel trick to implement dot products in the feature space by employing a kernel function \( K(\cdot, \cdot) \),
Fig. 3. RGB composite images and ground-truth maps on the three datasets. (a), (b) IP dataset. (c), (d) PUS dataset. (e), (f) KSC dataset.

TABLE I

<table>
<thead>
<tr>
<th>Class</th>
<th>Name</th>
<th>Total</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Alfalfa</td>
<td>46</td>
<td>5</td>
<td>41</td>
</tr>
<tr>
<td>C2</td>
<td>Corn-notill</td>
<td>1428</td>
<td>143</td>
<td>1285</td>
</tr>
<tr>
<td>C3</td>
<td>Corn-minill</td>
<td>830</td>
<td>83</td>
<td>747</td>
</tr>
<tr>
<td>C4</td>
<td>Corn</td>
<td>237</td>
<td>24</td>
<td>213</td>
</tr>
<tr>
<td>C5</td>
<td>Grass-pasture</td>
<td>483</td>
<td>48</td>
<td>435</td>
</tr>
<tr>
<td>C6</td>
<td>Grass-trees</td>
<td>730</td>
<td>73</td>
<td>657</td>
</tr>
<tr>
<td>C7</td>
<td>Grass-pasture-mowed</td>
<td>28</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>C8</td>
<td>Hay-windrowed</td>
<td>478</td>
<td>48</td>
<td>430</td>
</tr>
</tbody>
</table>

which can be described as $\mathbf{K}(x_i, x_j) = \mathbf{\Phi}(x_i)\mathbf{^T}\mathbf{\Phi}(x_j)$. Commonly used kernel functions include the polynomial kernel $\mathbf{K}(x_i, x_j) = (x_i^\top x_j + 1)^t$ and the Gaussian radial basis kernel $\mathbf{K}(x_i, x_j) = \exp(-\|x_i - x_j\|^2/\ell^2)$, where $\ell > 0$ is the parameter of kernel functions. Therefore, (6) can be rewritten as

$$\arg\min_{\alpha} \mathrm{tr}(\alpha^\top \mathbf{K}_t\mathbf{L}\mathbf{K}_t^\top\alpha) + \frac{\lambda}{L} \sum_{l=1}^{L} \alpha^\top \mathbf{K}_l \hat{\mathbf{L}}_l \mathbf{K}_l^\top\alpha$$

s.t. $\mathrm{tr}(\alpha^\top \mathbf{K}_l \mathbf{L}'_l \mathbf{K}_l^\top\alpha) = 1$. (7)

Similar to SLGDE, the optimal $\alpha$ of (7) is the solution of the following generalized eigenvalue problem:

$$\mathbf{K}_l \mathbf{L}_l \mathbf{K}_l^\top\alpha + \frac{\lambda}{L} \sum_{l=1}^{L} \mathbf{K}_l \hat{\mathbf{L}}_l \mathbf{K}_l^\top\alpha = \gamma \mathbf{K}_l \mathbf{L}'_l \mathbf{K}_l^\top\alpha. \quad (8)$$

To test a new pixel $x_t \in \mathbb{R}^d$ by nearest neighbor classification with KSLGDE, we need to compute its projection as $z_t = P^\top x_t = \sum_{i=1}^{m} \alpha_i K(x_i, x_t)$, and then find its nearest neighbor in the low-dimensional embedding space.

III. EXPERIMENTS

A. Dataset

We test the proposed methods on three HSIs, which are widely used to evaluate DR and classification algorithms.

1) Indian Pines (IP) dataset: The first dataset was acquired by the AVIRIS sensor over the Indian Pine test site in northwestern Indiana, USA, on June 12, 1992. The original dataset contains 224 spectral bands. We utilize 200 of them after removing four bands containing zero values and 20 noisy bands affected by water absorption. The spatial size of the image is $145 \times 145$ pixels, and the spatial resolution is 20 m. The false-color composite image and the ground-truth map are shown in Fig. 3(a) and (b), respectively. The number of the totally labeled pixels, the training pixels, and the testing pixels for each class are reported in Table I.

2) Pavia University Scene (PUS) dataset: The second dataset was acquired by the ROSIS sensor during a flight campaign over Pavia, northern Italy, on July 8, 2002. The original image was recorded with 115 spectral channels ranging from 0.43 $\mu$m to 0.86 $\mu$m. After removing noisy bands, 103 bands are used. The image size is $610 \times 340$ pixels with a spatial resolution of 1.3 m. A three-band false-color composite image and the ground-truth map are shown in Fig. 3(c) and (d), respectively. In the ground-truth map, there are classes of land covers with more than 1000 labeled pixels for each class. The number of pixels for training and testing, as well as the total number of pixels in each class, is listed in Table II.

3) Kennedy Space Center (KSC) dataset: The third dataset was acquired by the AVIRIS sensor over Kennedy Space Center (KSC), Florida, USA, on March 23, 1996. It contains 224 spectral bands. We utilize 176 bands of them after removing bands with water absorption and low signal-to-noise ratio. The spatial size of the image is $512 \times 614$ pixels, and the spatial resolution is 18 m. Discriminating different land covers in this dataset is difficult due to the similarity of spectral signatures among certain vegetation...
types. For classification purposes, 13 classes representing the various land-cover types that occur in this environment are defined. Fig. 3(e) and (f) show a three-band false-color composite image and the ground-truth map, respectively.

Table III reports the number of totally labeled pixels and the number of pixels for training and testing in each class.

### B. Experimental Setup

We compare the proposed SLGDE and KSLGDE models with several DR methods, including PCA, LDA, spectral-spatial LDA (SSLDA) [41], locality preserving projection (LPP) [18], CGDE [28], SGDE [21], and LGDE [30]. Besides, we also directly use the raw pixels as a benchmark. For LDA and SSLDA, the reduced dimensionality is NC − 1, where NC represents the number of classes in each dataset. For the other DR algorithms, the reduced dimensionality ranges from 5 to 50 with a step size 5. For CGDE, the optimal regularization parameter in collaboration representation is selected from \{0.01, 0.1, 0, 1, 10\}. For SGDE, the number of nonzero atoms is empirically set to 50, because it can achieve a satisfactory result. For SLGDE and KSLGDE algorithms, the optimal number of superpixels \( L \) is chosen from a candidate set \{100, 500, 1000, 1500, 2000, 2500\}, while the optimal regularization parameter \( \lambda \) is selected from \{10^{-3}, 10^{-2}, 10^{-1}, 1, 10\}. For simplicity, we empirically set \( K_w = K_y = K_s = 5 \) and \( t = 1 \). For KSLGDE, we choose Gaussian radial basis kernel as the kernel function, and empirically set its parameter to 1.

For the IP and KSC datasets, we randomly select 10% pixels from each class as the training set, and use the remaining pixels as the testing set, which are demonstrated in Tables I and III, respectively. For the PUS dataset, as shown in Table II, we randomly choose 3921 pixels as the training set and the rest of the pixels as the testing set. The training set is used to learn the mapping functions for all of the DR methods. For classification purposes, the extracted features are fed into the nearest neighbor classifier.

In order to reduce the effects of random selection, all the algorithms are repeated ten times and the average results are reported. The classification performance is evaluated by the overall accuracy (OA), the average accuracy (AA), the per-class accuracy, and the Kappa coefficient \( \kappa \). OA defines the ratio between the number of correctly classified pixels to the total number of pixels in the testing set, AA refers to the average of accuracies in all classes, and \( \kappa \) is the percentage of agreement corrected by the number of agreements that would be expected purely by chance.

### C. Parameter Selection

There exist two important parameters in the proposed SLGDE and KSLGDE methods. They are the regularization parameter \( \lambda \) and the number of superpixels \( L \). To evaluate their effects on the classification performance, we fix the other parameters and change \( \lambda \) from \( 10^{-3} \) to 10, and \( L \) from 100 to 2500. The reduced dimensionality is set to 30 and the bold values correspond to the best results. The changes of OAs achieved by SLGDE and KSLGDE on the IP dataset are shown in Fig. 4, where the x-axis represents \( \lambda \), the y-axis represents \( L \), and the z-axis represents OA. From this figure, it can be observed that as \( \lambda \) and \( L \) increase, OA initially increases and then decreases. Therefore, the optimal parameter values on the IP dataset are set as \( \lambda = 0.1 \), \( L = 500 \) for SLGDE and \( \lambda = 0.1 \), \( L = 2000 \) for KSLGDE, because they can achieve the maximal OA value. Similarly, Figs. 5 and 6 demonstrate the changes of OAs on the PUS dataset and the KSC dataset, respectively. From these three-dimensional diagrams, we can find the maximal OA value and set the corresponding parameter values as the optimal ones. Specifically, the optimal
Fig. 4. OAs of SLGDE (left) and KSLGDE (right) with different $L$ and $\lambda$ values on the IP dataset.

Fig. 5. OAs of SLGDE (left) and KSLGDE (right) with different $L$ and $\lambda$ values on the PUS dataset.

Fig. 6. OAs of SLGDE (left) and KSLGDE (right) with different $L$ and $\lambda$ values on the KSC dataset.

values are $\lambda = 1, L = 500$ for SLGDE and $\lambda = 10^{-2}, L = 500$ for KSLGDE on the PUS dataset. Besides, the optimal values are $\lambda = 10^{-2}, L = 500$ for SLGDE and $\lambda = 10^{-2}, L = 1500$ for KSLGDE on the KSC dataset.

D. Performance Comparison

To demonstrate the effectiveness of the proposed SLGDE and KSLGDE models, we quantitatively and qualitatively compare it with the aforementioned DR methods. Fig. 7 shows OA versus reduced dimensionality using different methods on the IP dataset. Several conclusions can be observed from this figure. First of all, as reduced dimensionality increases, OAs achieved by all methods will initially increase and then tend to be stable, because reducing the dimensionality of the original data into a much lower one may lose useful information for classification. Second, compared to LPP and CGDE, SGDE can quickly reach its stable state and achieve similar OA to RAW using only ten components. This can be explained by that sparse representation is capable of learning discriminative features and the adjacency relationships when constructing the graph model. Third, compared to SGDE, LGDE achieves higher OAs especially when the reduced dimensionality is larger than ten, because SGDE only explores the information from intraclass pixels to construct the graph model, while LGDE attempts to make use of the information from intraclass and interclass pixels simultaneously, leading to a more discriminative embedding. It is worth noting that the stable OA value of LGDE is obviously larger than RAW. This indicates that the spectral features of HSIs are highly correlated, and an effective DR method can extract the most discriminative features from them. Finally, by incorporating the spatial information into LGDE, SLGDE and KSLGDE can obtain superior performance as compared to LGDE given the same reduced dimensionality, which sufficiently certify the effectiveness of our proposed methods. Besides, due to the use of kernel methods, KSLGDE is able to capture the nonlinear distribution property of an HSI, thus significantly improving the performance of SLGDE.

To further analyze the results in detail, Table IV reports OA, AA, per-class accuracy, and $\kappa$ achieved by different methods when the reduced dimensionality is 30. From this table, we can observe that KSLGDE and SLGDE achieve the highest value in 12 classes. Specifically, SLGDE can improve OA by about 2% compared to the best comparison method. As an extension of SLGDE, KSLGDE can further boost OA by 4% in comparison with SLGDE. Fig. 8 shows classification maps on the IP dataset using ten different methods. In this figure, different colors correspond to different classes of land covers. To facilitate easy comparisons between methods, only areas for which we have ground-truth are shown in these maps. These maps are consistent with the results listed in Table IV. Due to the use of spatial information, the classification maps of SLGDE and KSLGDE are much smoother than other methods.

Figs. 9 and 10 demonstrate OA versus reduced dimensionality using different methods on the PUS dataset and the KSC dataset, respectively. Again, all methods obtain increasing OAs initially and then get their stable values as the reduced dimensionality increases. Compared to other methods, SLGDE and KSLGDE can achieve larger stable values. Tables V and VI quantitatively report the performance of different methods on the PUS dataset.
TABLE IV
OA, AA, PER-CLASS ACCURACY (%), κ, AND STANDARD DEVIATIONS AFTER TEN RUNS PERFORMED BY TEN DIFFERENT METHODS ON THE IP DATASET

<table>
<thead>
<tr>
<th>Method</th>
<th>OA (%)</th>
<th>AA (%)</th>
<th>PER-CLASS ACCURACY</th>
<th>κ</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>PCA</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>LDA</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>SSLDA</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>LPP</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>CGDE</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>SGD</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>SLGD</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
<tr>
<td>KSLGD</td>
<td>69.25±2.37</td>
<td>55.76±2.34</td>
<td>33.17±1.30</td>
<td>51.74±1.68</td>
<td>44.82±2.60</td>
</tr>
</tbody>
</table>

Fig. 8. Classification maps on the IP dataset using ten different methods. (a) RAW. (b) PCA. (c) LDA. (d) SSLDA. (e) LPP. (f) CGDE. (g) SGD. (h) LGDE. (i) SLGDE. (j) KSLGDE.

Fig. 9. OA versus reduced dimensionality using different methods on the PUS dataset.

and the KSC dataset, respectively. In these tables, the reduced dimensionality is set to 30 and the bold values correspond to the best results. Similar to Table IV, SLGD and KSLGD can achieve the best results in most classes. Besides, Figs. 11 and 12 show classification maps on the PUS and the KSC datasets, respectively, using ten different methods. All the observations can validate the effectiveness of the proposed SLGD and KSLGD methods on the PUS and KSC datasets.
TABLE V
OA, AA, PER-CLASS ACCURACY (%), κ, AND STANDARD DEVIATIONS AFTER TEN RUNS PERFORMED BY TEN DIFFERENT METHODS ON THE PUS DATASET

<table>
<thead>
<tr>
<th>Label</th>
<th>RAW</th>
<th>PCA</th>
<th>LDA</th>
<th>SSLDA</th>
<th>LPP</th>
<th>CGDE</th>
<th>SODE</th>
<th>LGDE</th>
<th>SLGDE</th>
<th>KSLGDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>85.2±2.10</td>
<td>85.5±2.82</td>
<td>85.7±1.04</td>
<td>85.9±1.14</td>
<td>85.1±1.03</td>
<td>86.0±1.13</td>
<td>84.9±1.63</td>
<td>83.3±1.71</td>
<td>85.0±1.45</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>81.8±2.03</td>
<td>81.7±0.91</td>
<td>89.4±0.97</td>
<td>89.6±2.09</td>
<td>81.7±0.93</td>
<td>81.4±0.89</td>
<td>81.7±0.89</td>
<td>80.6±1.16</td>
<td>80.3±1.46</td>
<td>84.0±1.95</td>
</tr>
<tr>
<td>C5</td>
<td>74.5±1.72</td>
<td>74.7±0.78</td>
<td>74.3±1.39</td>
<td>74.5±1.58</td>
<td>74.4±0.81</td>
<td>74.7±0.68</td>
<td>74.6±0.80</td>
<td>80.1±1.38</td>
<td>80.3±1.46</td>
<td>84.0±1.95</td>
</tr>
<tr>
<td>C4</td>
<td>92.8±2.05</td>
<td>92.7±0.69</td>
<td>93.8±0.91</td>
<td>93.7±0.54</td>
<td>93.7±0.64</td>
<td>93.7±0.37</td>
<td>93.7±0.64</td>
<td>93.7±0.64</td>
<td>93.7±0.64</td>
<td>93.7±0.64</td>
</tr>
<tr>
<td>C6</td>
<td>99.2±0.14</td>
<td>99.2±0.14</td>
<td>99.1±0.04</td>
<td>99.8±0.04</td>
<td>99.2±0.14</td>
<td>99.2±0.14</td>
<td>99.2±0.14</td>
<td>99.2±0.14</td>
<td>99.2±0.14</td>
<td>99.2±0.14</td>
</tr>
<tr>
<td>C7</td>
<td>79.5±1.39</td>
<td>79.5±1.32</td>
<td>79.5±1.32</td>
<td>79.4±1.32</td>
<td>79.4±1.32</td>
<td>79.4±1.32</td>
<td>79.4±1.32</td>
<td>79.4±1.32</td>
<td>79.4±1.32</td>
<td>79.4±1.32</td>
</tr>
<tr>
<td>C8</td>
<td>89.7±2.12</td>
<td>89.7±2.18</td>
<td>89.9±2.18</td>
<td>89.9±2.18</td>
<td>89.9±2.18</td>
<td>89.9±2.18</td>
<td>89.9±2.18</td>
<td>89.9±2.18</td>
<td>89.9±2.18</td>
<td>89.9±2.18</td>
</tr>
<tr>
<td>C9</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
<td>88.8±0.51</td>
</tr>
<tr>
<td>C10</td>
<td>100.0±0.00</td>
<td>100.0±0.00</td>
<td>99.8±0.05</td>
<td>99.8±0.05</td>
<td>100.0±0.00</td>
<td>100.0±0.00</td>
<td>100.0±0.00</td>
<td>100.0±0.00</td>
<td>99.8±0.05</td>
<td>99.8±0.05</td>
</tr>
<tr>
<td>OA</td>
<td>82.7±0.35</td>
<td>82.7±0.39</td>
<td>88.0±0.18</td>
<td>87.5±0.48</td>
<td>82.7±0.40</td>
<td>82.7±0.40</td>
<td>82.7±0.40</td>
<td>82.7±0.40</td>
<td>82.7±0.40</td>
<td>82.7±0.40</td>
</tr>
<tr>
<td>AA</td>
<td>85.5±2.65</td>
<td>85.5±2.65</td>
<td>88.3±2.38</td>
<td>88.3±2.38</td>
<td>88.3±2.38</td>
<td>88.3±2.38</td>
<td>88.3±2.38</td>
<td>88.3±2.38</td>
<td>88.3±2.38</td>
<td>88.3±2.38</td>
</tr>
<tr>
<td>κ</td>
<td>77.1±0.42</td>
<td>77.1±0.48</td>
<td>83.9±0.21</td>
<td>83.6±0.62</td>
<td>77.0±0.48</td>
<td>77.0±0.48</td>
<td>77.3±0.45</td>
<td>84.0±1.64</td>
<td>83.8±1.30</td>
<td>87.8±0.93</td>
</tr>
</tbody>
</table>

E. Computational Complexity

As shown in (5), the solution of the proposed SLGDE algorithm is to compute the eigenvectors of \((XLX^T)^{-1} (XLX^T + \sum_{l=1}^{L} X_l L_l X_l^T)\). Assume the dimension of \(X\) is \(d \times m\), then the computation complexity of \((XLX^T)^{-1}\) is \(O(dm^2 + d^3)\). Since the number of pixels in each superpixel is generally smaller than that of training pixels, the computation complexity of \(XLX^T + \sum_{l=1}^{L} X_l L_l X_l^T\) is \(O(dm^2)\). Besides, the computation complexity of the eigenvalue decomposition problem is \(O(d^3)\). Therefore, the final complexity of the proposed SLGDE is \(O(dm^2 + d^3)\). Similarly, we can derive that the computation complexity of the proposed KSLGDE is \(O(m^3)\).

In general, the number of training pixels is significantly larger than that of spectral bands (i.e., \(m \gg d\)), so KSLGDE costs much more time than SLGDE.

To quantitatively compare the computation complexity of different methods, we conduct the aforementioned experiments on
Fig. 12. Classification maps on the KSC dataset using ten different methods. (a) RAW. (b) PCA. (c) LDA. (d) SSLDA. (e) LPP. (f) CGDE. (g) SGDE. (h) LGDE. (i) SLGDE. (j) KSLGDE.

TABLE VII

<table>
<thead>
<tr>
<th>Data</th>
<th>RAW</th>
<th>PCA</th>
<th>LDA</th>
<th>SSLDA</th>
<th>LPP</th>
<th>CGDE</th>
<th>SGDE</th>
<th>LGDE</th>
<th>SLGDE</th>
<th>KSLGDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td>1.41</td>
<td>0.39</td>
<td>0.42</td>
<td>808.10</td>
<td>0.61</td>
<td>49.14</td>
<td>233.22</td>
<td>0.88</td>
<td>3.22</td>
<td>44.87</td>
</tr>
<tr>
<td>KSC</td>
<td>0.35</td>
<td>0.22</td>
<td>0.20</td>
<td>83.51</td>
<td>0.29</td>
<td>44.15</td>
<td>63.11</td>
<td>0.46</td>
<td>38.32</td>
<td>99.18</td>
</tr>
</tbody>
</table>

In this paper, we have proposed an SLGDE model and its kernel counterpart KSLGDE for DR and classification of HSIs. To make full use of the spatial information, the original HSI was first divided into nonoverlapping superpixels, which can adjust their sizes and shapes according to local structures. Then, for each superpixel, an intraclass graph was constructed. These constructed intraclass graphs can be naturally incorporated into the LGDE model, resulting in the SLGDE model. Besides, considering the nonlinear distribution property of HSIs, SLGDE was further extended to the KSLGDE model. To validate the effectiveness of the proposed models, we compared them with several DR methods on three widely used HSIs. The obtained results demonstrate that SLGDE obtains superior performance than the comparison methods, and KSLGDE can further improve the performance of SLGDE. Additionally, we also thoroughly evaluated the effects of different parameters on the classification performance of SLGDE and KSLGDE, including the regularization parameter $\lambda$ and the number of superpixels $L$.
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