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Abstract. We present a more efficient CREW PRAM algorithm for
integer sorting. This algorithm sorts n integers in {0,1,2,...,n'/?} in
O((logn)®/?/loglogn) time and O(n(logn/loglogn)/?) operations. It
also sorts n integers in {0,1,2,...,n — 1} in O((logn)*/?/loglogn) time
and O(n(logn/loglogn)'/?logloglogn) operations. Previous best algo-
rithm [13] on both cases has time complexity O(logn) but operation
complexity O(n(logn)/?).

Keywords: Algorithms, design of algorithms, bucket sorting, integer sort-
ing, PRAM algorithms.

1 Introduction

Sorting is a classical problem which has been studied by many researchers
[1][2][3][6][11][12][13][14][16][17][18][19]. For elements in an ordered set compar-
ison sorting can be used to sort the elements. In the case when a set contains
only integers both comparison sorting and integer sorting can be used to sort
the elements. Since elements of a set are usually represented by binary numbers
in a digital computer, integer sorting can, in many cases, replace comparison
sorting. In this paper we study parallel integer sorting and present an algorithm
which outperforms the operation complexity of the best previous result.

The parallel computation model we use is the PRAM model[15] which is used
widely by parallel algorithm designers. Usually three variants of PRAM models
are used in the design of parallel algorithms, namely the EREW (Exclusive
Read Exclusive Write) PRAM, the CREW (Concurrent Read Exclusive Write)
PRAM and the CRCW (Concurrent Read Concurrent Write) PRAM[15]. In a
PRAM model a processor can access any memory cell. On the EREW PRAM
simultaneous access to a memory cell by more than one processor is prohibited.
On the CREW PRAM processors can read a memory cell simultaneously, but
simultaneous write to the same memory cell by several processors is prohibited.



On the CRCW PRAM processors can simultaneously read or write to a memory
cell. The CREW PRAM is a more powerful model than the EREW PRAM. The
CRCW PRAM is the most powerful model among the three variants.

Parallel algorithms can be measured either by their time complexity and pro-
cessor complexity or by their time complexity and operation complexity which
is the time processor product. A parallel algorithm with small time complexity
is regarded as fast while a parallel algorithm with small operation complexity is
regarded as efficient. The operation complexity of a parallel algorithm can also
be compared with the time complexity of the best sequential algorithm for the
same problem. Let T7 be the time complexity of the best sequential algorithm
for a problem, 7}, be the time complexity of a parallel algorithm using p proces-
sors for the same problem. Then T}, - p > T;. That is, T} is a lower bound for
the operation complexity of any parallel algorithm for the problem. A parallel
algorithm is said to be optimal if its operation complexity matches the time
complexity of the best sequential algorithm, i.e. T}, - p = O(T71).

On the CREW PRAM the best previous integer sorting algorithm [13] sorts
n integers in O(logn) time and O(n(logn)'/?) operations. In this paper we study
the problem of sorting n integers in {0, 1, ...,n'/2} and in {0, 1, ...,n—1}. The best
previous result for these two cases due to Han and Shen [13] also sorts in O(logn)
time and O(n(logn)'/?) operations. In this paper we present a CREW PRAM
algorithm which sorts n integers in {0, 1, ...,n'/2} in O((logn)3/2/loglog n) time
and O(n(logn/loglogn)'/?) operations. It also sorts n integers in {0,1,...,n—1}
in O((logn)®>?loglogn) time and O(n(logn/loglogn)'/?logloglogn) opera-
tions.

When randomization is used usually better or even optimal algorithms can
be achieved. Rajasekaran and Reif first achieved an optimal randomized parallel
sorting algorithm [18]. Reif and Valiant first achieved an optimal randomized
parallel network sorting algorithm [19].

Parallel integer sorting is such a fundamental problem in parallel algorithm
design and many renowned researchers worked on this problem relentlessly. The
milestones on parallel integer sorting on exclusive write PRAMs include 1997
Albers and Hagerup’s paper [2] published on Information and Computation and
2002 Han and Shen’s improvement [13] published on STAM Journal on Comput-
ing. There are many results of many researchers published before Albers and
Hagerup’s work without much progress passing over the O(nlogm) operations
for sorting n integers in {0,1,..,m — 1}. After Han and Shen’s work there is
virtually no progress ever since. We worked very hard and only achieved the
not so big improvements presented in this paper. To our experience significant
improvement over Han and Shen’s work [13] on the operation complexity for
parallel integer sorting is very difficult. So to speak that the results we have
achieved and presented here is significant.



2 Nonconservative Sorting

First we will show the EREW PRAM algorithm in [13] to sort ny = 240cgm'/

integers in {0, 1, ..., 2(°8 ”)1/2} with word length (the number of bits in a word)
log n. This algorithm is based on the AKS sorting network[1], Leighton’s column
sort[16], Albers and Hagerup’s test bit technique[2] and the Benes permutation
network[4][5].

Because the word length is O(logn) we can store c(logn)'/# integers in a
word for a small constant c. Using the test bit technique[2][3] we can do pair-
wise comparison of the c(logn)'/? integers in a word with the c¢(logn)'/? integers
in another word in constant time using one processor. Moreover, using the result
of the comparison the c(log n)l/ 2 larger integers in all pairs in the two words
under comparison can be extracted into one word and the c(logn)/? smaller
integers in all pairs in these two words can be extracted into another word and
this can also be done in constant time using one processor[2][3]. Without loss
of generality we may also assume that c(log n)l/ 2 is a power of 2. We first pack
ny input integers into ny = ny/(c(logn)'/?) words with each word containing
c(logn)'/? integers. We then imagine an AKS sorting network [1] being built
on these no words. On the AKS sorting network we compare two words at each
internal node of the network. Thus each node of the AKS sorting network can
be used to compare the c(logn)'/? integers in one word with the c(logn)'/?
integers in another word in parallel. At the output of the AKS sorting network
we have sorted c(log n)l/ 2 sets with the i-th set containing i-th integers in all
ny words. In terms of Leighton’s column sort[16] we can view that we place n
integers in c(logn)'/? columns with each column containing no integers. The
i-th column, 0 < i < c(logn)'/?, contains the i-th integer of every word. At
the output of the AKS sorting network, every column is sorted. The principle
of Leighton’s column sort says that to sort m, integers we need only to sort
all ¢(log n)l/ 2 columns independently and concurrently for a constant number
of times (passes) and perform a fixed permutation among the n; integers after
each pass. Besides, these fixed permutations are simple permutations such as
shuffle, unshuffle and shift. Applying the column sort principle, we perform a
fixed permutation among the n; integers when they are output from the AKS
sorting network after each pass. The permutation can be done by disassembling
the integers from the words, applying the permutation and then reassembling the
integers into words. Thus each pass consisting of sorting on columns and then
permutation can be done in O((logn)'/?) time and O(n;) operations. According
to Leighton’s column sort we need only a constant number of passes in order to
have all the n; integers sorted. Thus the sorting of n; integers can be done in
O((logn)'/?) time and O(n;) operations.

For our purpose (see later section that we have integers not in an array but
in a linked list) we also need the following scheme to accomplish the permuta-
tion mentioned above. The permutation should be done by routing the integers
through a network N which is the butterfly network in conjunction with a re-
verse butterfly network(see Fig. 1.). Network N can be used to emulate the Benes
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permutation network[4][5] to perform permutations. Each stage of the butterfly
network emulates the processor connection along a dimension on the hypercube
and switches integers between words or within words (within words means each
integer is switched with another integer in the same word. This is where we need
c(logn)'/? to be a power of 2). Because c(logn)'/? is a power of 2 each stage
of the butterfly network can be done in constant time even when integers are
switched within words. Because butterfly network has O((logn)'/?) stages, the
permutation can be done in O((logn)'/?) time. Because there are only ny words
the operation complexity is timex processors= O((logn)'/?) x ny = O(n;). Note
that since the permutations we performed here are fixed permutations according
to Leighton’s column sort, the setting of the switches in the butterfly network
can be precomputed (according to the way Benes permutation network is used
to perform permutations).

The following Lemmas 1 and 2 are the cornerstone of the paper [13] on STAM
Journal on Computing.

Sorting integers into linked lists means, after sorting, integers of the same
value are in the same linked list and integers of different values are in differ-
ent linked lists. It does not imply integers of the same value are packed into
consecutive locations.

Lemma 1 [13]: n integers in the range {0, 1,...,2(°8 ")1/2} can be sorted into
linked lists on the EREW PRAM with word length O(logn) in O((logn)/?)
time using O(n) operations and O(n) space.

Lemma 2 [13]: n’ integers in {0, 1, ..., 208 ")1/2} can be sorted into linked lists
on the EREW PRAM with word length logn in O(t(logn)'/?) time and O(tn')
operations.

Here in Lemma 2 n/ is not related to n. Lemma 2 is essentially the ¢ iterations
of execution of Lemma 1.

Note that the result of Cook et al. [7] says that if we sort these integers in
an array it will need 2(logn) time. The property of sorting into linked lists and
the small range of values for integers enabled Lemmas 1 and 2 to be proved in
[13].

3 Sorting n Integers in {0, 1, ..., 2¢(egnloglogn)™=*1

We consider the problem of sorting n integers in the range {0, 1, ..., 2¢(lognloglog ”)1/2}
on the CREW PRAM with word length O(logn), where ¢ is a small constant.
For our purpose we assume that (logn/loglogn)'/? is a power of 2

In the first stage we pack every (logn/loglogn)'/? integer into a word (called
original word later). This results in a set S; of n3 = n/(logn/loglogn)/? words.
We now show how to sort these ng words in S.

The first step of this stage is to sort the integers (each having ¢(logn loglogn)
bits) within each word. This is done by a table lookup because we can precom-
pute such a table of size n°. This takes constant time (here we used concurrent
read).
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Then we take the most significant (loglogn)/4 bits from each integer in each
word and pack them together to obtain a word containing (log n/loglogn)/?(loglogn)/4
bits. We first use a mask to extract these bits as shown in the first step in Fig.
2 (Applying mask). We cannot pack these extracted bits in a word together in-
dependently for each word because of complexity considerations. Therefore we
shift the bits in a word and then do bitwise OR with another word to combined
two words into one word, and we repeatedly do this (repeat logloglogn times)
to combine loglogn words into one word. This is step 2 in Fig. 2 (Shift and
bitwise OR) and takes O(logloglogn) time and O(ns) operations. Now all the
extracted bits are stores in ns/loglogn words. Within each words there are null
bits between two blocks of extracted bits and therefore we pack extracted bits
to let them occupy consecutive bits in a word. We do this independently for
each word and because there are ns/loglogn words we can afford this. This
is the step 3 in Fig. 2 (Compack). This step takes O(loglogn) time (Because
there are (logn/loglog n)'/2 blocks of extracted bits in one word. Using constant
operations we can reduce the number of blocks in a word w by half by taking
half of the blocks in w out and put them in another word w; then shift bits in
wy and then do w ORwy.) and O(ns/loglogn x loglogn) = O(ns3) operations.
Now although extracted bits are packed, the order they appear in a word is ex-
tracted bits from original wordl; extracted bits from original word2; ...; extracted
bits from original word(loglogn); extracted bits from original wordl; extracted
bits from original word2; ...; extracted bits from original word(loglogn);.... Ex-
tracted bits come from different original words because of step 2 in Fig. 2. Our
objective is to pack extracted bits in each original word and store them in one
word. Therefore we now do step 4 in Fig 2. (Applying mask) and in logloglogn
steps and O(ns3) operations we separate (disassemble) one word into loglogn
words and extracted bits from each original word is now in an independent
word. Because of step 3 in Fig. 2 the extracted bits are somewhat compacked
in a word and therefore we can again combine words together. This times we
can let extracted bits from one original word being consecutive but not com-
packed. This is step 5 in Fig. 2 (Shift and then bitwise OR). This step takes
O(logloglogn) time and O(ng) operations. Now again we have put all extracted
bits in n3/loglogn words. And now we do step 6 in Fig. 2 (compack) indepen-
dently for each word. The complexity of this step is similar to that of step 3 (but
now we have (logn/loglogn)'/? loglogn blocks) and takes O(loglog n) time and
O(ng) operations. Now we have extracted bits from each original word packed
in consecutive bits of a word. Now we do step 7 in Fig. 2, i.e. separate extracted
bits from each original word into an independent word. This step is similar to
step 4 and takes O(loglogn) time and O(n3) operations.

Thus it takes O(loglog n) time and O(ng) operations for all the steps in Fig. 2.
We call the set of these words obtained at the end of Fig. 2 .S5. Note that because
many extracted bits in an original word have the same value (there are more
integers in a word ((logn/loglogn)'/? of them) than the number of different
values of extracted bits (2(°81°87)/4 of them) and integers within an original
word has been sorted, therefore a word in Sy of (logn/loglogn)'/?(loglogn)/4
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bit can have only > ; (aog"/ loflog")lﬂ) < (logn)'/? values (different
sorted situation corresponds to different ways of setting the position of first
integer (extracted bits) among the integers (extracted bits’) of the same value
(except the first integer which assumes position 0)). Thus a word in Sy can be
uniquely represented by an integer ¢ within 0 and 2(1°8 m)'% 1. Therefore i can be
represented using no more than (log n)l/ 2 bits. Again we can use table lookup
to convert a (logn/loglogn)/?(loglogn)/4 bit integer in Sy to an integer of
(logn)'/? bits. We let set Sz to be the set of (logn)'/2-bit integers converted
from integers in S;. Each word in S3 corresponds to a word in Sj.

We now partition the ns words of Sz into ng/2(°g m'* oroups with each
group containing 24(1°g m"? words. We then sort every group concurrently using

the algorithm in Section 2. We spend O((logn)'/?) time and O(n3) operations.

We may assume that every integer value in {0, 1, ...,2(1°g”)1/2 — 1} (for a
word) exists in each group. If such an integer value does not exist within a group
we add a dummy word to the group to represent this integer value. We thus
added no more than 2(log™)""* dummy words to each group which account for
a very small fraction of the total number of words in the group. Now because
words in each group has been sorted we can make 2(°¢ m"* Jinked lists for each
group with each linked list linking all integers with the same integer value in the
group together. Then we join a linked list for integer value 7 in a group g with
lined lists for integer value ¢ of g’s left and right neighboring groups. With the
help of dummies we thus obtained 2098 ™"* Jinked lists for all groups.

Now we can link words in S; the same way as we link words in S3 because each
word in S corresponds to a word in S3. The time complexity is O((logn)/?)
and the operation complexity is O(ns).

This accomplishes the first stage.

In each subsequent stage we take the next (loglogn)/4 bits from each integer
in a word in S; to form a word in set Sy (now there is a set Sy for each linked
list). Then from Sy we obtain S (again one for each linked list) and then we
sort each group of Ss of each linked list.

Now we discuss how each linked list is split in each stage. Elements in each
linked list are sorted (using the sorting algorithm in Section 2 and here we need
to do permutation in the sorting algorithm using the butterfly network, see also
[13]) in each stage and this linked list is going to be split into multiple linked
lists such that elements of the same value will be in the same linked list and
elements of different value are sorted into different linked lists.

A linked list is short if it contains less than 2¢1°6™"* ¢clements (words), is
long if it contains at least 2*(1°8 m"* elements. We first group every consecutive
S elements in a linked list into one group. For a short linked list .S is the number
of total elements in the linked list. For a long linked list S varies from group to
group but is at least 240°6™"* and no more than 250ce™"*,

If the linked list is short there is only one group in the linked list. The sorting
will then enable us to split the linked list into ¢ < 20°5™""” linked lists such that
each linked list split contains all words whose integer values are the same, where



t is the number of different integer values. Here we note that for short linked list
t could be less than 2(os™)"/? (for example if all integer values are the same ¢
will be equal to 1).

If the linked list is long we will always split the linked list into exactly
200 ™)' Jinked lists no matter how many different integer values are there.
After sorting in each group, words in each group are split into 2008 " Jinked
lists. If an integer value among the 2(l°g m)'? Values does not exist we create a
linked list containing only one dummy element representing this integer value.
Again as we stated above, no more than 2(1°g n)*/? dummy elements will be cre-
ated for each group. For consecutive (neighboring) groups on a long linked list
we then join the split linked lists in the groups such that linked lists with the
same integer values are joined together. With the help of those dummy elements
we now have split a long linked list into exactly 2(°8 m"* Jinked lists.

With the existence of dummy elements in the linked list, the splitting process
should be modified a little bit. For a short linked list, after the grouping all
dummy elements will be eliminated. For a long linked list, the dummy elements
will also be eliminated after grouping, but new dummy elements could be created.

Since each group on a long linked list has at least 24(log "% elements and
since each such a group creates at most 2008 n)*/? dummy elements, the total
number of dummy elements created in a stage is at most n3/ 93(logn)'/? Dummy
elements generated in a stage are eliminated in the next stage and new dummy el-

ements are generated for the next stage. For a total of O((logn)'/?) stages the to-
tal number of dummy elements generated is no more than O(nz(logn)/2 /2308 ")1/2).
Because integers are now on linked lists, linked list contraction is needed to
form groups. This paragraph describes linked list contraction and is somewhat
involved. Readers who are not very familiar with symmetry breaking and linked
list contraction can skip this paragraph. We apply symmetry breaking schemes
by Han[9][10] and Beame|[8] to break a linked list into sublists of length no
more than log!® n in O(logc) time for a constant c. Pointer jumping[20] is then
executed for each sublist. When pointer jumping finishes the sublist is contracted
into one node. Since the length of these sublists are different some sublists finish
pointer jumping faster and some sublists finish pointer jumping slower. If a
sublist is contracted into a single node v, the processor associated with v checks to
see if the neighboring sublists also have been contracted into single nodes. If one
of its neighboring sublist is contracted into a single node then nodes representing
the sublists form a new list and symmetry breaking and pointer jumping can be
applied to this new list. And therefore the contraction process continues. If v finds
out that both of its neighboring sublist have not finished pointer jumping then
v becomes inactive. In this case v will be picked up (activated and contracted
together with) by the contracted node representing the neighboring sublist which
first finishes pointer jumping. We define one step for a node as first picking up
its inactive neighbors and then if it is still active performing symmetry breaking
and a pointer jump. This whole contraction process can be viewed as contracting
a linked list of length ! to a linked list of length 21/3 in a step because if a node



is inactive then both of its neighbors are active in the contraction process. Thus
to contract S elements into a node takes only O(log S) time. For a long linked
list each group can be kept between 96(logn)'/* 3nq 27008 Thyg for each
stage the contraction can thus be done in O((log n)'/2) time with O(Slog'“*V n)
operations for each group (O(nslog!®*V n) operations for all linked lists). This
factor of 1og(c+1) n is introduced because of pointer jumping. We can remove this
log(c‘H) n factor because we can pack c(log n)1/2 words in S5 into one word and
therefore the pointer jumping needs not to be done by every word in Ss. Thus
the linked list contraction takes O((logn)'/?) time and O(n3) operations.

More complications of this process such as where to store dummy elements,
how to move words to sorted position, etc., are explained in [13].

Let us estimate the complexity. Because each stage removes ¢(log n log log n) 1/2
bits. there are O((log n/ loglog n)'/?) stages. Because each stage takes O((logn)'/?)
time the time for our algorithm in this section is O(logn/(loglogn)/?). Each
stage takes O(n3) operations and therefore for all stages it has O(ns3 logn/(loglogn)'/?) =
O(n) operations.

Now for each linked list L, the words of Ss on L are all having the same value
(i.e. the j-th integer in all these words are the same. However, the i-th integer
and the j-th integer may be different.). We can group every (logn/ loglogn)'/?
words on L together and do a transposition (put the j-th integer in all these
words in one word). This takes O(loglogn) time and O(ngloglogn) operations
(this should be simple and readers can work it out or see [13]). After that we
sort the transposed words into linked lists in O((lognloglogn)'/?) time and
O(n3(loglogn)'/?) operations using Lemma 2 (note that now each word contains
(logn/ loglogn)'/?
1}).

Thus we have:
Theorem 1: n integers in {0, 1, ..., c(lognlog 10g”)l/Q} can be sorted into linked
lists on the CREW PRAM with word length log n in O(log n/(loglogn)'/?) time
and O(n) operations.

integers of the same value which is in {0, 1, ..., 9e(lognloglogn)'/? _

4 Sorting Integers in {0,1,...,n'*2} and in {0, 1,...,n— 1}

To sort n integers in {0, 1, ..., n'/?} We apply Theorem 1 (1/(2¢))(log n/ loglogn)'/?)
times and reach

Theorem 2: n integers in {0, 1, ...7n1/2} can be sorted on the CREW PRAM
with word length log n in O((log n)3/2/loglogn) time and O(n(log n/loglogn)/?)
operations.

The situation for sorting n integers in {0, 1, ...,n — 1} is different. For sorting
the most significant logn/2 bits we can apply Theorem 2. After that n integers
are partitioned into n'/? sets and we have to sort every set concurrently and
independently. Here on the average each set has n'/? integers. When we are
sorting n'/? integers we cannot pack every (logn/loglogn)'/? integers to form
words of logn bits in paragraph 2 of Section 3 (if the algorithm in Section 3 is
well understood then one can see that n integers corresponds to logn bits for



sorting). To sort n'/2 integers we can use only log n/2 bits and therefore we can
pack only (1/2)(logn/loglogn)'/? integers in {0,1,...,2¢(lognloglog ”)1/2} into
one word. However, because the number of bits is reduced by half the number of
stages in the algorithm of Theorem 1 is also reduced by half. Thus sorting the
next logn/4 bits has half the time complexity but the same operation complexity
as sorting the most significant logn/2 bits. Again sorting the next logn/8 bits
takes the 1/4 time complexity and the same operation complexity as sorting the
most significant logn/2 bits.

Thus if we iterate ¢ times we spend O((logn)3/2/loglog n) time and O(tn(logn/ loglogn)'/?)
operations and we have logn/2? bits left to be sorted. By Lemma 2 the remain-
ing logn/2! bits can be sorted in O((logn)'/2/2t) time and O(n(logn)'/2/2t)
operations. Now to pick the optimal ¢ let

tn(logn/loglogn)'/? = n(logn)'/? /2!

and we obtain that ¢t = (logloglogn)/2. Thus we have that
Theorem 3: n integers in {0, 1,...,n — 1} can be sorted on the CREW PRAM
with word length log n in O((logn)%/2/loglog n) time and O(n(log n/loglog n)'/?logloglogn)
operations.

5 Conclusions

We presented a CREW integer sorting algorithm which outperforms the opera-
tion complexity of previous best result. Many problems remains open such as:
can we remove concurrent read from our algorithm? can time complexity be low-
ered to O(logn)? can we sort integers with value larger than n? etc.. Note that
Han proved before [11] that n integers in {0, 1,...,m — 1} can be sorted on the
EREW PRAM in O((logn)?) time and O(n(loglogn)?logloglogn) operations
provided that logm > (logn)?. This provides a partial solution to one of the
open problems mentioned here. Our hunch is that removing the restriction of
integers being bounded by n probably should be the next target to achieve. We
hope our future research will resolve some of the open problems mentioned here.
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