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Efficient Group Key Transfer Protocol for WSNs
Ching-Fang Hsu, Lein Harn, Tingting He, and Maoyuan Zhang

Abstract— Special designs are needed for cryptographic
schemes in wireless sensor networks (WSNs). This is because
sensor nodes are limited in memory storage and computational
power. The existing group key transfer protocols for WSNs using
classical secret sharing require that a t-degree interpolating
polynomial be computed in order to encrypt and decrypt the
secret group key. This approach is too computationally intensive.
In this paper, we propose a new group key transfer protocol
using a linear secret sharing scheme and factoring assumption.
The proposed protocol can resist potential attacks and also
significantly reduce the computation complexity of the system
while maintaining low communication cost. Such a scheme is
desirable for secure group communications in WSNs, where
portable devices or sensors need to reduce their computation
as much as possible due to battery power limitations.

Index Terms— Group key transfer protocol, secret sharing,
LSSS based on Vandermonde matrix, wireless sensor networks.

I. INTRODUCTION

W IRELESS sensor networks (WSNs) have been devel-
oped in wide range of data acquisitions in battle fields,

human body [1], [2], hazardous environments, etc. Most sensor
nodes are small, low-cost, and low-power devices [3]. Sensors
are randomly deployed without knowing their locations in
prior of the deployment. Since sensors are low-cost, limited
in both memory storage and computational power, it is a chal-
lenging research problem to develop cryptographic schemes
suitable for WSNs.

Most research papers in WSNs propose schemes to establish
pairwise keys for sensors. We can classify key establishment
schemes in WSNs into two types, the probabilistic schemes
and the deterministic schemes. The probabilistic scheme do
not guarantee connectivity in WSNs. Eschenauer and Gligor
proposed [4] the first Random Key Pre-distribution scheme.
In their scheme, each sensor is pre-loaded with a key ring
of k keys randomly selected from a large pool S of keys.
After the deployment, if two neighbors share at least one key,
they can establish a secure link in which the encryption key
is one of the common keys. Otherwise, they should determine
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a secure path which is composed by successive secure links.
The values of the key ring size k and the key pool size |S|
are chosen in such a way that the intersection of two key
rings is not empty with a high probability. However, if the
sensors are progressively corrupted, the attacker may discover
a large part or the global key pool. Hence, a great number of
links will be compromised. Chan et al. [5] proposed a protocol
called Q-composite scheme that enhances the resilience of the
random key scheme. In this solution, two neighboring nodes
can establish a secure link only if they share at least Q keys.
This approach enhances the resilience against node capture
attacks because the attacker needs more overlap keys to break
a secure link. However, this approach degrades the network
secure connectivity coverage because neighboring nodes must
have at least Q common keys to establish a secure link.
Chan et al. [5] proposed a pairwise key pre-distribution scheme
to protect the resilience against node capture and each captured
node does not reveal any information about external links. The
main drawback of their scheme is the non-scalability because
the number of the stored keys depends linearly on the network
size. This property will cause implementation issue of the
scheme if the number of sensors in network is very large.
Du et al. [6] proposed an enhanced random scheme with
the node deployment knowledge. However, the application
of this scheme is restrictive if the deployment knowledge is
not possible. Rasheed and Mahapatra [7] proposes two key
pre-distribution schemes based on the polynomial pool-based
key pre-distribution scheme, the probabilistic generation key
pre-distribution scheme, and the Q-composite scheme. Their
schemes perform better in terms of network resilience to node
capture than existing schemes if used in WSNs with mobile
sinks. In 2013, Ruj et al. [8] proposed the first triple key
establishment in WSNs. Three sensors can establish unique
triple keys among them. Recently, Li and Xiong [9] proposed
a heterogeneous online and offline signcryption scheme to
secure communication between a sensor node and an Internet
host. Their scheme is based on the bilinear pairing Which is
a public-key-based approach.

The deterministic schemes do guarantee the connectivity
in WSNs. Most deterministic schemes are based on thresh-
old cryptography. Blom [10] proposed the first pairwise key
establishment scheme based on threshold cryptography and
Blundo et al. [11] further investigated the key establishment
using polynomials. In Blum’s scheme, every sensor node is
preloaded with coefficients of a symmetric bivariate poly-
nomial which is evaluated at one of its variables using its
identification. The symmetry property of a polynomial allows
every node to establish a pairwise key with every neigh-
bor node. For an adversary to compromise a communication
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link between two non-compromised nodes, it must capture
at least a certain number of sensors (i.e., the threshold) to
reconstruct the bivariate polynomial from its shares stored in
the nodes and then break the system. For a polynomial of
degree t , the scheme provides unconditionally secure if no
more than t − 1 sensors collude. Liu et al. [12] developed a
general framework for pairwise key establishment based on
the polynomial-based key pre-distribution protocol [11] and
the probabilistic key distribution in [4] and [5]. Their scheme
provided a higher probability for non-compromised sensors
to establish secure communication links than that demon-
strated in previous schemes. Khan et al. [13] proposed a pre-
distribution scheme using a symmetric matrix and a generator
matrix of maximum rank distance to establish pairwise keys
for sensor nodes.

Secret sharing which was first introduced by both
Blakley [15] and Shamir [27] independently in 1979 has
been used to design group key transfer protocols for WSNs.
There are two different approaches using secret sharing: one
assumes a trusted offline server which is active only at
initialization [16], [17], [20], [28] and the other assumes an
online trusted server, called the key generation center, which
is always active. The first type of approach is also called a
key pre-distribution scheme. The main disadvantage of this
approach is to require every user to store a large number of
secrets. The second type of approach requires an online server
to be active [26], in which the trusted KGC broadcasts group
key information to all group members at once. This approach is
similar to the model used in the IEEE 802.11i standard [23].
In 1989, Laih et al. [26] proposed the first algorithm based
on this approach using any (t, n) secret sharing scheme to
distribute a group key to a group consisting of (t−1) members.
Later, there are some papers [18], [25], [28] following the
same concept to propose ways to distribute group messages
to multiple users. Until [21] proposed a novel group key
transfer protocol using (t, n) secret sharing that provided
confidentiality and authentication, where KGC and each group
member need to compute a t-degree interpolating polynomial
to encrypt and decrypt the secret group key.

Linear secret sharing schemes (LSSSs) can be seen as a
natural and useful generalization of threshold secret sharing
schemes (TSSSs) and have been received considerable atten-
tion [14], [22], [24], [29], [31]. In this paper, we extend group
key transfer protocols using secret sharing from TSSS to LSSS
and propose an efficient protocol using LSSS that can resist
potential attacks and also provide lower computational com-
plexity while maintaining low communication complexity for
secure group communications. The similar idea of using
LSSS based on Vandermonde Matrix to achieve privacy was
employed in [29] and [30]. The major difference between
their scheme and ours is that our scheme allows lower com-
putational complexity with factoring assumption, whereas the
other schemes needs additional computational complexity by
adding DH key agreement or ElGamal encryption algorithm.
Hence, the proposed scheme is desirable for wireless sensor
networks (WSNs), where portable devices or sensors need to
reduce their computations as much as possible due to battery
power limitations.

The rest of this paper is organized as follows: In the
next section, we provide some preliminaries. In Section 3,
we propose our group key transfer protocol. In Section 4,
we prove the LSSS used in the proposed protocol is perfect
and ideal. We analyze the security of our proposed protocol
in Section 5. Performance evaluation of the proposed scheme
is discussed in Section 6. We conclude in Section 7.

II. PRELIMINARIES

In this section we review some basic definitions concerning
factoring problem and linear secret sharing schemes.

A. Factoring Problem

Definition 1 (Factoring Problem): Let us choose two large
safe primes p and q (i.e., primes such that p′ = p−1

2 and
q ′ = q−1

2 are also primes) and compute m = pq . m is made
publicly known. Factoring problem is defined to compute
factors p and q such that m = pq .

Definition 2 (Factoring Assumption): It is computationally
intractable to solve the Factoring Problem.

B. Linear Secret Sharing Schemes

In a secret sharing scheme, a secret s is divided into n shares
and shared among a set of n shareholders by a mutually trusted
dealer in such a way that authorized subsets of shareholders
can reconstruct the secret but unauthorized subsets of share-
holders cannot determine the secret. If any unauthorized subset
of shareholders can not obtain any information about the
secret, then the scheme is called perfect. The set of authorized
subsets of shareholders is called access structure and the set
of unauthorized subsets of shareholders is called prohibited
structure.

Karchmer and Wigderson [24] introduced monotone span
programs (MSP) as linear models computing monotone
Boolean functions. Beimel [14] proved that devising a linear
secret sharing scheme (LSSS) for an access structure � is
equivalent to constructing an MSP computing the monotone
Boolean function f� which satisfies f�(�δA) = 1 if and only
if A ∈ �.

LSSS based on Vandermonde Matrix is introduced by
Hsu et al. in [22]. Suppose that V̄ = K n+1 is the (n + 1)
dimensional linear space over a finite field K . The character-
istic char(K ) = p and p is a safe large prime. Given a basis

{e1, . . . , en+1} of V̄ with �ei = (0, . . . , 0,
i
1, 0, . . . , 0) ∈ K n+1

for 1 ≤ i ≤ n + 1, the mapping v : K → V̄ defined by
v(x) = ∑n+1

i=1 xi−1ei = (1, x, x2, . . . , xn) is determined. For
xi ∈ K (i ∈ {1, . . . , n + 1}), the Vandermonde Matrix Vn+1
can be represented as follows

Vn+1 =

⎛

⎜
⎜
⎝

v(x1)
v(x2)
. . .

v(xn+1)

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎜
⎝

1 x1 x2
1 . . . xn

1

1 x2 x2
2 . . . xn

1

. . . . . . . . . . . . . . .

1 xn+1 x2
n+1 . . . xn

n+1

⎞

⎟
⎟
⎟
⎠

In LSSS based on Vandermonde Matrix, there are (n + 1)
shareholders P = {P0, P1, . . . , Pn} and a mutually trusted
dealer D, and the scheme consists of two algorithms:
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1. Share generation algorithm the dealer D first
picks a Vandermonde Matrix Vn+1 and a random vector
r = (r0, r1, r2, . . . , rn) ∈ V̄ and let r be public, in which
the secret S = s0 + s1 + · · · + sn and all computations are
performed in the finite field K , and D computes:

⎛

⎜
⎜
⎝

1 x1 x2
1 . . . xn

1

1 x2 x2
2 . . . xn

1
. . . . . . . . . . . . . . .

1 xn+1 x2
n+1 . . . xn

n+1

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

r0
r1
. . .
rn

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

s0
s1
. . .
sn

⎞

⎟
⎟
⎠ .

Then, the algorithm outputs a list of (n + 1) shares
(x0, x1, . . . , xn) and distributes each share xi to corresponding
shareholder Pi secretly.

2. Secret reconstruction algorithm this algorithm takes all
(n+1) shares (x0, x1, . . . , xn) and the public vector r as inputs,
and outputs the secret S = s0 + s1 + · · · + sn by computing
each inner product (v(xi), r) = si .

We note that because every set of at most (t + 1) vectors
of the form v(x) is linearly independent, the above scheme
satisfies the basic requirements of secret sharing scheme as
follows: (1) With knowledge of all (n + 1) shares, it can
reconstruct the secret S easily; (2) With knowledge of fewer
than (n + 1) shares, it cannot get any information about the
secret S. LSSS based on Vandermonde Matrix is information-
theoretically secure since the scheme satisfies these two
requirements without making any computational assumption.
For more information on this scheme, readers can refer to the
original paper [22].

III. DESIGN PRINCIPLES

In this section, we describe the model of our group key
distribution protocol and the security goals for this protocol.

A. Model

In our design, KGC firstly need to share a secret with
each member of the group secretly. Then, these shared secrets
determine a group of linearly independent vectors, where the
number of these vectors is equal to the number of group
members. Further, KGC can select a session key and sep-
arately compute the inner products of these vectors and a
random vector determined by all group members. Afterwards,
KGC publishes each value of the session key minus each inner
product, where the number of those public values is equal to
the number of group members. On the other hand, each group
member is able to use his/her secret and the related public
value to reconstruct the session key. Finally, all group members
share a common session key for group communications.

B. Security Goals

The main security goals for our group key distribution
protocol are: 1) key freshness; 2) key confidentiality; and
3) key authentication.

Key freshness is to ensure that a group key has never been
used before. Thus, a compromised group key cannot cause any
further damage of group communication. Key confidentiality
is to protect the group key such that it can only be recovered

by authorized group members; but not by any un-authorized
user. Key authentication is to provide assurance to authorized
group members that the group key is distributed by KGC; but
not by an attacker.

IV. THE PROPOSED PROTOCOL

The proposed group key transfer protocol consists of three
processes: initialization of KGC, user registration, and group
key generation and distribution. Suppose that a set of users
is {1, . . . , n} and the group is {1, . . . , t}, where n ≥ t . The
detailed description is as follows:

A. Initialization of KGC

The KGC randomly chooses two safe large primes p and q
(i.e., primes such that p′ = p−1

2 and q ′ = q−1
2 are also primes)

and computes m = pq , where m � n. m is made publicly
known.

B. User Registration

Each user is required to register at KGC for subscribing
the key distribution service. The KGC keeps tracking all
registered users and removing any unsubscribed users. During
registration, KGC shares a secret, xi ∈ K , with each user i ,
where K is a finite field with the characteristic char(K ) = m
and xi 	= x j for any i 	= j , i, j ∈ {1, . . . , n}. Thus, a secure
channel is needed initially to share this secret with each user.
From the shared secret xi , n values (xi)

k for k = 1, . . . , n can
be computed and saved by KGC and each user i , which will
be used to access v(xi ) later. Then, KGC will transport the
group key and interact with all group members in a broadcast
channel.

C. Group Key Generation and Distribution

Suppose that V̄ = K t+1 is the (t + 1) dimensional lin-
ear space over K . Given a basis {e1, . . . , et+1} of V̄ with

�ei = (0, . . . , 0,
i
1, 0, . . . , 0) ∈ K t+1 for 1 ≤ i ≤ t + 1, the

mapping v : K → V̄ defined by v(x) = ∑t+1
i=1 xi−1ei =

(1, x, x2, . . . , xt ) is determined. Upon receiving a group key
generation request from any user, KGC needs to access all
vectors v(xi ) for 1 ≤ i ≤ t and randomly select a group key.
KGC will distribute this group key to all group members
in a secure and authenticated manner. All communications
between KGC and group members are in a broadcast channel.
For example, we assume that a group consists of t mem-
bers, {1, . . . , t}, and shared secrets are x1, x2, . . . , xt , and
the corresponding vectors are v(x1), v(x2), . . . , v(xt ). The key
generation and distribution process contains five steps.

• Step 1. The initiator sends a key generation request to
KGC with a list of group members as {1, . . . , t}.

• Step 2. KGC broadcasts the list of all participating
members, {1, . . . , t}, as a response.

• Step 3. Each participating group member needs to send
a random challenge, Ri ∈ K , to KGC.

• Step 4. KGC randomly selects a group key KG ∈ K and
a random value R0 ∈ K . KGC also computes t additional



4518 IEEE SENSORS JOURNAL, VOL. 16, NO. 11, JUNE 1, 2016

values, Ui = (KG − Ki ) mod m for i = 1, . . . , t , and
Auth = h(KG , 1, . . . , t, R0, R1, . . . , Rt , U1, . . . , Ut ),
where the vector �r = (R0, Ri , . . . , Rt ) ∈ K t+1, the inner
product (v(xi ), �r) = Ki and h is a one-way hash function.
KGC broadcasts {Auth, R0, Ui }, for i = 1, . . . , t , to all
group members. All computations are performed in Z∗

m .
• Step 5. For each group member, i , knowing the pub-

lic value, Ui , is able to compute the inner prod-
uct (v(xi ), �r) = Ki and recover the group key
KG = (Ui + Ki ) mod m. Then, i computes
h(KG , 1, . . . , t, R0, R1, . . . , Rt , U1, . . . , Ut ) and checks
whether this hash value is identical to Auth. If these two
values are identical, i authenticates the group key is sent
from KGC.

V. SECURITY ANALYSIS

Adversaries can be categorized into two types. The first type
of adversaries is outsiders of a particular group. The outside
attacker can try to recover the secret group key belonging to
a group that the outsider is unauthorized to know. This attack
is related to the confidentiality of group key. In our proposed
protocol, anyone can send a request to KGC for requesting a
group key service. The outside attacker may also impersonate a
group user to request a group key service. In security analysis,
we will show that the outside attacker gains nothing from
this attack since the attacker cannot recover the group key.
The second type of adversaries is insiders of a group who are
authorized to know the secret group key; but inside attacker
attempts to recover other member’s secret shared with KGC.
Since any insider of a group is able to recover the same
group key, we need to prevent inside attacker knowing other
member’s secret shared with KGC.

Theorem 1: The proposed protocol achieves the following
security goals: 1) key freshness, 2) key confidentiality, and
3) key authentication.

Proof: We assume that a group consists of t members,
{1, 2, . . . , t}, and shared secrets are x1, x2, . . . , xt . The pro-
posed protocol achieves the following security goals:

1) Key freshness is ensured by KGC since a random
group key is selected by KGC for each service request.
In addition, the equation KG = (Ui + Ki ) mod m
used to recover the group key is a function of random
challenge selected by each group member and random
value R0 ∈ K selected by KGC.

2) Key confidentiality is provided due to the secu-
rity features of the proposed LSSS. KGC ran-
domly selects a group key KG and makes t values,
Ui=(KG−Ki ) mod m for i = 1, . . . , t , publicly known.
For each authorized group member, including the secret
shared with KGC, he/she knows the inner product
(v(xi ), �r) = Ki . Thus, any authorized group member
is able to recover the secret group key KG = (Ui + Ki )
mod m. However, for any unauthorized member
(or outsider), there are only t values Ui = (KG − Ki )
mod m for i = 1, . . . , t available and he obtains
no information on Ki and

∑
1≤i≤t Ki . Thus, unau-

thorized member knows nothing about the group key.
This property is information theoretically secure since

there has no other computational assumption based
upon.

3) Key authentication is provided through the value Auth
in step 4. Auth is a one-way hash output with the secret
group key and all members’ random challenges as input.
Since the group key is known only to authorized group
members and KGC, unauthorized members cannot forge
this value. Any insider also cannot forge a group key
without being detected since the group key is a function
of the secret shared between each group member and
KGC. In addition, any replay of {Auth, R0, Ui }, for
i = 1, . . . , t , of KGC in step 4 can be detected since the
group key is a function of each group member’s random
challenge.

Theorem 2 (Outsider Attack): Assume that an attacker who
impersonates a group member for requesting a group key
service, then the attacker can neither obtain the group key
nor share a group key with any group member.

Proof: Although any attacker can impersonate a group
member to issue a service request to KGC without being
detected and KGC will respond by sending group key infor-
mation accordingly; however, the group key can only be
recovered by any group member who shares a secret with
KGC. This security feature is information theoretically secure,
which is ensured by the proposed LSSS.

If the attacker tries to reuse a compromised group key by
replaying previously recorded key information from KGC, this
attack cannot succeed in sharing this compromised group key
with any group member since the group key is a function
of each member’s random challenge and the secret shared
between group member and KGC. A compromised group key
cannot be reused if each member selects a random challenge
for every conference.

Theorem 3 (Insider Attack): Assume that the protocol runs
successfully v times and the applied factoring instances are
intractable, then the secret xi ∈ K of each group mem-
ber shared with KGC remains unknown to all other group
members (and outsiders).

Proof: For a group key service request, KGC randomly
selects a group key KG and makes t values, Ui = (KG − Ki )
mod m for i = 1, . . . , t , publicly known. For each
authorized group member, with knowledge of the secret
shared with KGC and t public information, he/she
knows Ui and is able to compute the inner product
(v(xi), �r ) = Ki . Thus, any authorized group member is
able to reconstruct the group key KG = (Ui + Ki )
mod m, where the vector �r = (R0, Ri , . . . , Rt ) ∈ K t+1.
However, the secret xi ∈ K of each group member shared
with KGC remains unknown to outsiders.

In our proposed protocol, group key service requests from
group members are not authenticated. An adversary (insider)
can make several service requests to KGC and forge challenges
of the target group member. For example, the adversary makes
two service requests for a group containing the adversary
and the target group member. The adversary also forges the
challenges of the target group member for these two services.
The KGC generates the group keys KG1 and KG2 respec-
tively. Thus, the adversary can obtain the inner products
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(v(xt arg et ), �r1) = Kt arg et1(mod m) and (v(xt arg et ), �r2) =
Kt arg et2(mod m). By subtracting these two inner products,
the adversary obtains a tth degree equation as

f (xt arg et ) = (v(xt arg et ), �r1 − �r2)

= Kt arg et1 − Kt arg et2(mod m),

where v(xt arg et ) = ∑t+1
i=1 (xt arg et )

i−1ei . It is commonly
believed that the adversary needs to first solve two sepa-
rate equations in f (xt arg et ) = Kt arg et1 − Kt arg et2(mod p)
and f (xt arg et ) = Kt arg et1 − Kt arg et2(mod q), respectively,
in order to solve the secret xt arg et . This is an intractable prob-
lem due to factoring assumption. Some well-known modern
cryptosystems are also based on the same assumption. For
example, the security of Rabin’s cryptosystem and the security
of RSA cryptosystem.

VI. PERFORMANCE EVALUATION

In this section, we will firstly compare our scheme with
public-key-based key distribution protocols. Then, we compare
ours with a threshold secret-sharing-based key distribution
protocol [21] proposed recently, in terms of computational and
communication costs.

A. Comparison 1

In comparing with the public-key-based key distribution
protocols, our scheme has the following advantages:

(a) Instead of using public-key encryptions in which the
security is based on some computation assumptions, we
use the secret sharing as the tool of broadcast encryp-
tion in which the security is unconditionally secure.
In addition, instead of performing encryption one at a
time, our scheme can perform encryption all at once to
reduce computational complexity.

(b) The public-key-based key distribution protocol requires
larger rekeying overheads when membership of any user
has changed since broadcasting keys need to be updated.
But our scheme uses secret sharing and KGC can
manage any membership change efficiently. There is no
rekeying issue.

B. Comparison 2

1) Time Complexities: Let TM, TI and TH be execu-
tion time for performing a modular multiplication, a modu-
lar inverse and the one-way hash function H , respectively.
As compared to TM or TI, the time for performing modular
addition or subtraction required in the proposed scheme can
be ignored.

a) The proposed scheme: In the initial phase of user
registration, the time complexity for computing (xi)

k for
k = 1, . . . , n by each user i is (n − 1) × TM, and the
time complexity for computing (xi )

k for k = 1, . . . , n and
i = 1, . . . , n by KGC is n × (n − 1) × TM. For each group
key transfer, when a group key KG ∈ K and a random value
R0 ∈ K are selected, the time complexity for distributing the
group key by KGC is t × (t + 1) × TM + TH. Then, the
time complexity for recovering the group key by each group
member is (t + 1) × TM + TH.

TABLE I

COMPUTATIONAL COMPARISON OF THE PROPOSED SCHEME AND
HARN’s SCHEME IN EACH GROUP KEY DISTRIBUTION

TABLE II

COMPARISON OF COMMUNICATION COSTS BETWEEN THE

PROPOSED SCHEME AND HARN’s SCHEME

b) Harn’s scheme: For each group key transfer, when a
group key k is selected, the time complexity for distributing
the group key by KGC is t × (t + 1) × t × (TM + TI) + TH.
Then, the time complexity for recovering the group key by
each group member is (t + 1) × t × (TM + TI) + TH.

Computational comparison of the proposed scheme and
Harn’s scheme [21] is shown in Table 1. From Table 1,
as compared with Harn’s scheme, in the initial phase of
user registration, the proposed scheme requires (n − 1) addi-
tional modular multiplication operations for each user, and
n × (n − 1) additional modular multiplication operations for
KGC. However, in each group key transfer, the proposed
scheme using LSSS causes a significant decrease of the
computational complexity of system.

2) Communication Costs: The communication costs
required in the proposed scheme are measured by the total
volume of data transmission during user registration and group
key generation and distribution, respectively. From m = pq ,
|pq| is the size of the adopted finite field Z∗

m and |H | is
the output size of one-way hash function H . Obviously,
the communication cost for user registration is n|pq|. The
communication cost for group key generation and distribution
is t|pq| + (t + 1)|pq| + |H |.

In Harn’s scheme, for the same number n of users, the
communication costs required in user registration is 2n|pq|
and the communication cost for group key generation and
distribution is t|pq| + 2t|pq| + |H |.

Comparison of communication costs between the proposed
scheme and Harn’s scheme [21] is shown in Table 2. It can be
seen that in the proposed scheme using LSSS, the communi-
cation costs required can be reduced by n|pq| + (t − 1)|pq|.

VII. CONCLUSIONS

We have proposed an efficient group key transfer pro-
tocol based on a linear secret sharing for wireless sensor
networks (WSNs). We provide group key authentication.
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Security analysis for possible attacks is included. As a result,
this protocol can resist potential attacks and also significantly
reduce the overhead of system implementation. This protocol
is suitable for mobile communications.
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